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Abstract

We have developed a method for measuring the electrophoretic mobility of submicrometer, fluorescently labeled particles and the elec:
troosmotic mobility of a microchannel. We derive explicit expressions for the unknown electrophoretic and the electroosmotic mobilities as
a function of particle displacements resulting from alternating current (AC) and direct current (DC) applied electric fields. Images of particle
displacements are captured using an epifluorescent microscope and a CCD camera. A custom image-processing code was developed to de
mine image streak lengths associated with AC measurements, and a custom particle tracking velocimetry (PTV) code was devised to dete
mine DC particle displacements. Statistical analysis was applied to relate mobility estimates to measured particle displacement distributions
0 2003 Elsevier Inc. All rights reserved.
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1. Introduction try techniques such as micro particle image velocimetry
(n-P1V) to the quantification of electrokinetic velocity fields
Electroosmosis and electrophoresis are key transport[4,5]. Current techniques for measuring electrophoretic mo-
processes used in a variety of bioanalytical applications in- bility include an electroacoustic method [6], electrophoretic
cluding capillary electrophoresis, isoelectric focusing, and light scattering [7], and AC/DC microelectrophoresis [8,9].
capillary electrochromatography [1]. Electroosmosis is the Electroacoustic (EA) methods such as electrokinetic sonic
bulk motion of liquid over a stationary, charged surface amplitude determine both particle size and electrophoretic
in response to an applied electric field [2]. Electrophore- mobility by measuring the acoustic pressure generated by
sis is the drift velocity of a charged species relative to a particles in a suspension and responding to a high-frequency
background medium due to the application of an electric electric field (frequencies of order 1 MHz are used) [6].
field. The electrophoretic mobility of a particle or mole- EA methods require that test particles have a density dif-
cule, uep, is defined as the proportionality factor betweenthe ferent from that of the suspending medium [10]. Elec-
electrophoretic particle velocityep, and the local electric  trophoretic light scattering [7] measures the Doppler shift of
field, E: uep= pepk. Similarly, the steady state electroos- optical backscatter from particles. Particle-to-particle vari-
motic flow velocity,ueo, defined as the fluid velocity at the  ance in the light-scattering properties, however, is a potential
interface between the bulk neutral liquid and an electrical drawback of this method, as well as the fact that single-
double layer on the wall of a liquid channel, can be ex- particle-specific information is difficult to obtain. A static

pressed in terms of an electroosmotic mobilityo, asueo= and uniform electric field is used in DC microelectrophore-
1eoE [3]. Electrophoretic mobility holds particular impor-  sis to electrophoretically advect particles within a closed test
tance in chemical and biochemical separations [1]. cell usually composed of a long thin capillary with sealed

In addition to basic colloid and separation science appli- ends. Particle displacements are measured optically at the
cations, knowledge of a tracer particle’s electrophoretic mo- gg_called stationary level or Komagata plane [11], which
bility is also importantin the application of optical velocime-  forms within this closed-cell flow field. The accuracy of this

method relies on an accurate knowledge of the stationary
* Corresponding author. plane location, which is a strong function of cell geometry.
E-mail addressoddy@stanford.edu (M.H. Oddy). DC microelectrophoresis measurements can be difficult due
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to electrode polarization and the introduction of unwanted to be a function of the measured DC and AC particle dis-
gas bubbles resulting from electrolysis [8]. The latter prob- placements, as well as magnitude and phase of the local fluid
lems with bubbles may be partially mitigated in conventional velocity. We begin by considering particle dynamics.
AC microelectrophoresis, where low-frequeneyl00 Hz)
alternating fields are applied to suspensions in closed cells.2.1. Equations of particle motion
Particle oscillation amplitudes are recorded at the Koma-
gata planes and related to the electrophoretic mobility [8]. A charged particle suspended in a liquid medium sub-
Both DC and AC microelectrophoresis are particle-tracking jected to an electric field will experience forces resulting
techniques and typically require a sufficiently dilute concen- from Coulombic interaction, viscous drag, polarization, iner-
tration of the colloidal solution so that individual particles tia, and random thermal motion. The particle is here assumed
are readily discernible by the detector. to have a specific gravity of unity, and hence a negligible
Knowledge of the electroosmotic mobility of microchan- buoyancy force. For simplicity, we also neglect Brownian
nels is critical to the optimization of capillary electrophore- motion since Brownian displacements are small compared to
sis measurements [1] and to the design of electrokinetic electrophoretic displacements for the time scales of interest.
microfluidic devices [4,12]. Traditional, “workhorse” meth- In a laboratory frame of reference, the velocity of the parti-
ods of quantifying electroosmotic mobility include stream- cle at any time is a linear superposition of the electrophoretic
ing potential and current monitoring. In streaming poten- velocity and local fluid velocity arising from electroosmosis:
tial, a known pressure gradient is applied to a capillary and
the mean capillary zeta potential is estimated by measure-
ment of the resulting electric potential along the capillary Before the forms of the electrophoretic and local fluid ve-
axis [2]. An analogous method is streaming current, in which locity terms are determined, it is helpful to consider charge
the ends of the capillary are grounded and the advection ofrelaxation processes and their associated time scales. Of
charge in the electrical double layers causes a measurablearticular interest is the transient motion of a charged col-
current flow. In both cases, zeta potential is relateddgus- loidal particle and its ionic cloud when subjected to a sudden
ing electrokinetic flow theory [13]. Current monitoring, first  change of electric field. The relevant relaxation processes for
demonstrated by Huang et al. [14], relies on measurement ofthe present study, listed in order of increasing time scale,
the time-dependent decrease of the ionic current through aare the inertial response of the particle, the polarization of
channel as an electrolyte of a lower conductivity displaces a the patrticle’s double layer, the polarization of the electrolyte
higher conductivity solution. in the region near the particle, and the viscous diffusion of
In this paper, we present a method for quantifying elec- momentum within the bulk fluid [15—-17]. The inertial re-
trophoretic and electroosmotic mobilities, which combines sponse time, of the particle may be estimated to be of order
elements of both DC and AC microelectrophoresis. The O(azpp/n),wherea is the particle radiusp, is the particle
method is applied to a channel connected to reservoirs thatdensity, andy is the absolute viscosity of the surrounding
are open to the atmosphere (allowing for the escape of elec-liquid [18]. For the 500-nm-diameter particles used in this
trolysis gases). The method uses a high-resolution imag-study, the inertial response timg = 0(10~") s. For a sym-
ing system combined with a super-resolved particle tracking metric electrolyte, the time scale for double layer polariza-
velocimetry (PTV) technique and a streak-processing al- tion may be estimated ag| = O(A%/D), whereip is the
gorithm to quantify distributions of particle displacements Debye length and the diffusion coefficient of the ions [15].
acquired under both DC and AC field conditions. Use of Similarly, the time scale associated with the polarization of
both DC and AC information eliminates the need for mea- the net-neutral regions of the concentration field near the
suring particle displacements at stationary plane/surface inparticle (outside of the particle electrical double layer), oth-
the microchannel. The method also enables the individual erwise known as concentration polarization, may be esti-
quantification of a relatively large number of particles in a mated asrep = O(a?/D) [16,19]. For the present solution
solution. The technique allows more than 1000 particles to g = 0(107°) s andrep = 0(107°) s. Last, the time for the
be quantified in a single experiment. electroosmotic velocity profile to become steady may be es-
timated fromzeg = O(Dfp/n), where Dy, is the hydraulic
diameter of the electroosmotic channel ani the density
2. Theory of mobility measurement through DC and of the bulk fluid. For our microchannedo= 0(107%) s.
AC displacements The various time scales above may be compared to the
characteristic time scale of the electric forcing function used
In this section we derive equations describing the dis- in our study. The shortest AC field period of interest here,
placement of a particle suspended in channel filled with an tac = 27 /w, is 0(1072) s, wherew is the applied angular
electrolyte and subjected to either a DC or an AC electric frequency. Since > t, we expect that transients associated
field. These equations are combined to yield explicit rela- with the inertial response of the particle are not observable.
tionships for the electrophoretic and electroosmotic mobil- Also, sincer > g and t > t¢p, We expect that the par-
ities of an ensemble of particles. Both mobilities are found ticle will respond faithfully to the alternating electric field

Up=uep+uf. Q)
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with a mobility equal to that of the static electric field con- With the isothermal and thin EDL assumptions, the bulk
dition [15]. This time-scale analysis indicates that the elec- may be considered to be effectively net-neutral. gL «
trophoretic drift component of the particle’s motion should 1 andd/L « 1, the flow field may be safely assumed to
be in phase with the alternating electric field. Finally, pro- be parallel. The uniform cross-section of this microchan-
vided that particles are observed at times greater than nel and the low particle densities of interest allows the di-
from the initial application of the electric field, the local fluid  electrophoretic body force arising from nonuniform electric
velocity will be steady. Hence, we conclude that the expres- fields to be neglected. As the channel’s zeta potential is also

sionuep = uepE can be used, wherE is either the static
Epc or alternatind E ac| expli wt) electric fields for the fre-
quencies of interest.

2.2. Oscillatory electroosmotic velocity field (one- and
two-dimensional)

We here present a derivation of the oscillatory electroos-
motic velocity field in an open-ended rectangular-cross-

section microchannel with an applied axial field. Consider

assumed to be uniform in the axial direction, pressure gra-
dients along the axis of the microchannel are not generated
by electroosmotic flow. Under these assumptions and con-
ditions, thex-momentum equation for this low Reynolds
number, parallel flow (i.ey = [u(y, z, t), 0, 0]) reduces to

du

2u  9%u
=l —+ ), 2
P ot "(ayZ + 8z2> @
whereu is the axial fluid velocity the fluid density, and
the absolute viscosity. Oddy and Santiago [21] have shown

the microchannel shown in Fig. 1, where the channel walls experimentally that the parallel flow assumption may not be

are composed of a dielectric material. Here the axial di-
mension §-direction) is much larger than either the span-
wise (y-direction) or transverse{direction) dimension (i.e.,
w/L « 1 andd/L « 1). As discussed in Section 3 be-

valid in this flow field for electric field strengths approach-
ing 100 V/mm. Above this approximate critical field value,
the flow exhibits an instability, which results in strong fluctu-
ating transverse velocity components and which is currently

low, the microchannel has spanwise and transverse lengthunder study.
scales of 2.0 mm and 200 um, respectively, and contains a The steady fluid flow of electrokinetic microflows having

low-conductivity solution (e.g., 10 y$m) to minimize tem-

a Ap that is much smaller than any cross-sectional dimen-

perature gradients that may arise due to Joule heating bysion are well modeled with a slip velocity boundary condi-

order 20 Vms/mm electric fields. The bulk fluid properties

tion at the wall of the form

are considered to be homogeneous in an isothermal system.

We also assume that the thickness of the electric double® sliP.j = MeajE,

layer (EDL), characterized by the Debye length [20] of the

3)

whereueo denotes the electroosmotic mobility alidrepre-

electrolyte, is small relative to the transverse and spanwisesents the local electric field. The solution to Eq. (2) subject

dimensions,w andd, respectively. The application of an
electric field imparts an electric body force on the ions con-
tained within the thin EDL. Viscous drag associated with ion
movement within the EDL sets into motion the bulk liquid.

to Eq. (3) is a trivial plug flow solution of uniform velocity

of the formueoE. For the remainder of the paper, we shall
assumeEpc = [Epc, 0, 0]andE ac = [Eac, 0, 0], since the
applied potential difference is in the axial direction. The ap-
plication of a harmonically oscillating electric fiefdrces

the EDL to oscillate sinusoidally with the frequeneyof

the applied field. For applied frequencies less than approx-
imately 1 MHz and a thin EDL (wherép/w <« 1 and
Ap/d < 1), the slip velocity boundary condition is again
valid [22], and can be expressed as

Uslip,j = ieo j| Eac| COSwi), (4)

where |Eac| is the peak-to-peak amplitude of the applied
electric field. Equations (3) and (4) are for the general case
where each of the four channel walis= 1 through 4 may
have differing electroosmotic mobilities.

The unsteady two-dimensional (2-D) solution of Eq. (2),

Fig. 1. Schematic of the flow domain showing a rectangular cross-section Supje?t to Eq- (4), is given in Appendi?( A. This full 2-D So-
microchannel and coordinate system. Axial, transverse, and spanwise di-lution is provided for researchers wishing to adapt the mobil-

rections are given by, y, andz, respectively. The channel has a width
w and depthd. For the two-dimensional solution in Appendix A, the slip
velocity is assumed to be axially constant, yet differs on each wall. The
one-dimensional solution provided in this section is valid for high-aspect
ratio (w/d > 1) microchannels having equal electroosmotic mobility on
both the top and bottom walls (at= 0 andd). Parallel flow with uniform
pressure is assumed.

ity measurement technique described here to microchannels
having smaller aspect ratios and/or walls with azimuthally
varying electroosmotic mobility (e.g., as in the case of poly-
dimethylsiloxane substrate microchannels with a glass cov-
erslip). Since the microchannel used in this studyhag =

10, we will discuss here only the one-dimensional (1-D)
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solution u = [u(z,1),0,0] valid for high-aspect-ratio mi-  extent).i(Z) is given by

crochannel;. More.over, §ince the microchanqel consisted ofA _ sinBA+i)(1—3)] + sin B+ )3

a glass capillary with uniform surface properties on all four u#(z) = - - , (6)

walls, the following analysis assumes the zeta-potential is SinAA(+ )] . . .

equal and spatially-invariant on all the four walls. where g = d/5 and the penetration depthis defined as
For large aspect ratio (AR) capillaries (i.e., ARw/d (277//0‘0)0'?- Figure 2a compares the magnitude of the 1- and

> 1), the velocity profile along the section(w/2, z, t) 2-D solutions for|ueqac| Nondimensionalized by the slip

velocity amplitudeweo| Eacl|. Figure 2b plots the phase

of the complex-valuedeqac. Both kegac| andy are plot-

ted for varying AR as a function g8, and computed for
the dimensionless spanwise and transverse centerline coor-
. o = dinatey = 7 = 0.5 (the center location of our measurement
i(2)| extfiy ()] ueo Eacl exp(iD)}. (5) volume). A comparison between the 1- and 2-D solutions
shows that for AR> 3 andg € [0, 4] the error incurred in
estimating the velocity at the microchannel centerline with
the 1-D solution is less than 2%. The error is less than 3%
when for 04 < ¥ < 0.6 and AR> 3. Having derived ex-
pressions for the fluid velocity fields under both AC and DC
conditions, we now turn to deriving equations characterizing
particle displacement.

may be approximated with a one-dimensional profilg 7).
Oddy and Santiago [21] give the 1-D, steady, time-periodic
electroosmotic flow field as

Meof,AC(Z, t~) = Re{

wherelit(Z)| € [0, 1] andy (Z) is the coordinate dependent
phase of the complex-valued?). z and7 are nondimen-
sional spatial and temporal variables defined asandwr,
respectively. Here the following boundary conditions were
applied: Usjip,1 = Uslip,2 = pteol Eac| coSwt). This solution

is essentially an application of Stokes’s second problem in
a bounded domain (i.e., between two flat plates of infinite

2.3. AC patrticle displacement equation

For a harmonically oscillating electric field, the electroos-
motic and electrophoretic velocities are, respectively:

ueoac = Re{|ii| eXpiy) ped Eacl €Xpliot)}, (7
uepAc = Re{ jepl Eacl explion)}. (8)

Both velocity components are parallel with the applied elec-
tric field. Note thatiueo and uep are real-valued constants

02 | o 20, wi=1 . that represent the electroosmotic and electrophoretic mobil-
e ey ities, respectively. Botlreo andep are assumed to be inde-
0 : . | pendent of the applied frequency for the relatively low fre-
“ 5L . 2 quencies considered here. This assumption should be valid

for frequencies less than 10 kHz, provided the following
conditions are mef, /p <4 anda/ixp > 0.1 [6].

Substituting Egs. (7) and (8) into Eqg. (1), the time-
dependent velocity of a particle subject to an AC field is
uAC = |it|peol Eac| COSwt + ) + pepl Eacl cOSwr).  (9)

Integrating the expression for the AC velocity, we obtain the
AC displacement,

1. . .
XaC = —5[|M|Meo|EAC| sin(wt + y)

+ epl Encl sin(wn) ] + C1, (10)
120 - where the constar€; determines the center of the trajec-
0 X ﬁ:zd/c)‘ . 4 tory. Recognizing this as the sum of two harmonics of equal
®) frequency, the AC displacement becomes
Fig. 2. Cpmparison betweeh one- a_\nd two_-di_mensional flow solqtions fora xpc = — |Encl \/ﬁﬁ*uéﬁ uép+ 2|d| coS(y) ieoltep
time-periodic, electroosmotic velocity profile in a microchannel with planar w
walls as a function of the parametgr= d/§. Both plots are for the span- X Sin(wt + ¢) + C1q, (12)

wise and transverse centerline of the microchanfet ¢ = 0.5). The 1-D . .
estimate for the velocity converges to the 2-D solution for increasing as- where the asterisk represents the complex conjugate. As we

pect ratio. In the rangg € [0, 4], the difference between the 1-D and 2-D will discuss below, our method I’ECIUiI'eS only the peak-to-
solutions is less than 2% for AR 3. peak amplitude of the particle displacement, therefore we
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only consider the amplitude. The final expression for the am- namely jiep = pep(it, v, itbc, nac) and peof = eof(it, ¥,
plitude of the peak-to-peak AC displacement becomes upc, uac). Equations (17) and (18) may be written suc-

2|Enc| cinctly as
d — Ni%, 2 2 2 7 co , 12
AC - \/uu Wéot Hépt 2lit| COSy ) eottep.  (12) 0=,ugpP~|-,uepQ~|—R, 21)
wheredac is by definition a positive quantity. 0= Mgofp + lteotS + T, (22)
where

2.4. DC particle displacement equation
- o P =(aa* —2li|cody) +1),
The derivation of the DC particle displacement equation R p
is much simpler than the AC counterpart. For a static DC € = 2upc(liil cosly) — ait*),
electric field the electroosmotic and electrophoretic veloci- R = ii* ude — uac,

ties are S = 2upc(ji| cosy) — 1),
UeoDC = HeoEDC, (13) T = [LZDC — ,LL'ZAC. (23)
uepdC = MepEDC. (14) Hence the solution for the electrophoretic mobility is

Both velocity components are parallel and in the direction

—-0+.0%2-4PR
2P

of the applied electric field. Botheo and wep are real-  tep= (24)
valued and identical in magnitude and sign to the respectiveano| the electroosmotic mobility is

electroosmotic and electrophoretic mobility used in the AC

equations above. Substituting Egs. (13) and (14) into Eq. (1), —S++/52-4PT

the DC particle velocity is Heo= op : (25)

upc = (teo+ tep) EDC. (15)

Signs of the mobilities and the DC electric field determine
the sign of the particle velocity. Integrating for a finite time

At, we arrive at an expression for the DC displacement,

xpC = (Heo+ tep) EDcAt + Co, (16)

where the constar@z> determines the initial location of the

particle.

2.5. Theoretical electrophoretic mobility determination

The solutions given by Egs. (24) and (25) are plotted in
Fig. 3 as a function ofipc anduac for 8 =2 andz = 0.5
(channel centerline). The solutions f@g, and j1eo are nat-
urally restricted to real values.

As shown by the multiple roots of the solution (see
Egs. (24) and (25)), the amplitude-of-AC-displacement
method described here requires additional information to de-
termine the sign of the electrophoretic particle mobility. This
ambiguity is a direct result of discarding phase information
in the measurement by using only the peak-to-peak ampli-
tude of the AC displacement (a methodology which facili-
tates experiments). However, the technique as described here

We can now manipulate the expressions for the DC and can be used to determine both the particle and electroosmotic
AC particle displacements to derive relations for unknown mobilities, if the sign of either mobility is known. Once the

mobilities pep and peo. Combining Egs. (12) and (16), two

quadratic equations containing eithegp or eo are ob-
tained by eliminating eitheteo OF pep, respectively:
0=[aa* — 2i|cosy) + 1]ug,

+ 2lJ«DC[|’2| cosy) — ﬁﬁ*]ﬂep

+ it i — nac, (17)
0= [aa* — 2a| cosy) + 1|2,

+ 2MDC[|’2| cogy) — 1]Meo

+ 1he — e (18)
Here we have defined the variables

XDC

_ i 19

woc = (19)
wdpc

HAC = ) 20

2|Encl (20)

which have units of mobility [rA/Vs]. Equations (17)
and (18) reveal the functional dependenceugp and peo,

sign of one mobility is known, the sign of the other mobility
can be determined from Fig. 3 and the condition that

UDC = Meot Uep (26)

The sign of the mobility of a surface can often be deter-
mined from a known value of the surface’s isoelectric point
(p), which is the pH at which the surface zeta potential
is zero. For example, for silica and borosilicate glass sur-
faces in contact with aqueous solutions with pH above about
2.3 [23], the surface charge is expected to be determined
largely from the deprotonation of silanol groups, which re-
sults in a positive electroosmotic mobility (associated with
a negative surface charge). For example, Hunter discusses
in detail the isoelectric point characteristic of several mater-
ial surfaces including aluminum oxide and titanium oxide in
Chapter 6 of his book. For the infrequent cases where nei-
ther the sign of the particle nor that of the wall of a system is
known, various methods can be employed to first determine
the sign of the wall mobility, including current monitoring
or the weighing method [24].
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Fig. 3. Contour maps ofiep plotted as a function ofipc and uac for
B =2 andz = 0.5 (channel centerline). The following four conditions are

plotted: a solution with a positive root gep (@), a negative root giep (b),
a positive root ofueg (€), and a negative root @feo (d).

2.6. Distribution statistics

In our technique, we measuperc and uac for differ-

ent, representative particle ensembles from the same batcly,,,, =

of particles. Bothupc and uac are not known for any one

particle. Therefore, before the electrophoretic and electroos-

197

motic mobilities may be determined, a statistical method is
required to relate distributions @fpc and uac to distribu-
tions of uep andieo Using Eqgs. (24) and (25). This statistical
method is described below.

Since the methods for calculating the distributiong.ef
and ueo are very similar, we provide a detailed derivation
here only for the electrophoretic mobility distribution and
then provide both results. We begin with the functional rela-
tionship betweemiep, e, anduac,

(27)

as given by Eq. (24). We may determine the probability den-
sity function (PDF) ofuep, fy.e,, DY first computing the cu-
mulative distribution function (CDF) oftep, F., (defined

as the probability thatep is less than some valuﬁep):

pep= g(UDC; UAC),

Fu Suocuac dﬂbc d/’w/AC' (28)

8(UDC, HAC) S hep

ep —

Variables with an apostrophe represent arbitrary elements in
the range of the associated variable, gng.,..c is the joint
probability density function ofipc anduac. Equation (28)

is further simplified by assuming that the probability den-
sities of upc and uac are independent. This assumption is
justified as the measurementsiafc anduac are uncorre-
lated, since both the DC and AC displacement measurements
were made on two distinct, yet representative sample popu-
lations. Thereforeyuac is unaffected by conditioning on the
value of upc and vice versa. Consequently, the joint proba-
bility density function may be written as

Juocuac = Suoc fuac- (29)
Equation (28) now becomes
Fle,= // Juoc fuac dﬂbc d/L,/AC' (30)

8(UDC, HAC) S hep

Finally, the PDF ofuep is derived by differentiating the CDF
of wep With respect tquep Or

d
djies [Fep)-

When Eq. (30) is substituted into Eq. (31), the distribution
for pep becomes

d
fuep=m< // qucquchbch,/Ac)

—Qi«/Q2—4PR< ,
— 2P Skep

fMep = (31)

(32)
Using the above methodology, the distribution or variation
in weo May be written as

d / / / /
_— diupedp .
dﬂeo( Juoc fuac dpcdiiac

—S++/$2-4PT /s
2P SHeo
(33)
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In both cases, the width of the mobility distribution es- electrode. For the AC measurements, a function generator
timates, f,.., and f.,, are determined by the underlying (Agilent, 33120a) coupled to a high-voltage (01d.0 kV
particle-to-particle variability in mobility as well as the un- maximum) amplifier (10/10b, Trek, Inc., Medina, NY) was
certainty in the measurement of particle displacements; bothused to apply a sinusoidally varying potential with peak-to-
of which contribute tof;,;. and fy,c- peak voltages of-1000 V and a frequency of 30 Hz.

3.2. Imaging system
3. Experimental apparatusand method
The imaging system and experimental setup are shown
3.1. Measurement cell in Fig. 5. Particles were imaged using an epifluorescent mi-
croscope (Nikon TE300) and a &Ooil-immersion objec-

A schematic of the measurement cell is shown in Fig. 4. tive with a numerical aperture (NA) of 1.4 and an effective
The cell consists of a borosilicate glass capillary (Wilmad depth of field of 260 nm [25]. lllumination was provided
Labglass, Buena, NJ) with a rectangular cross-section ofby a 100-W mercury lamp spectrally filtered with a filter
2.0 mm x 200 pm inner dimensions (ID) and a length of cube (XF23 Omega Optical, Inc. Brattleboro, Vermont) hav-
40 mm. Fluorescent polystyrene spheres of diameter 490 nming peak absorption and emission wavelengths of 485 and
(Interfacial Dynamics Corp., Portland, OR) with a specific 535 nm, respectively.
gravity of 1.05 were used. Prior to loading the measurement  Images were captured using a cooled CCD camera (Cool-
cell with the particle suspension, a 100 mM sodium hydrox- SNAP fx, Roper Scientific, Inc., Trenton, NJ) having a
ide solution (1.6 ml at 80 min) was flushed through the ~1300x 1030 array of square pixels, each with 12-bit in-
capillary to prepare the surface for electroosmotic flow ex- tensity resolution and a edge dimension 6.7 um. Ax0.6
periments. The NaOH was then flushed from the capillary demagnifying lens was inserted into the optical path between
with deionized water (1.6 ml at 40 frhin). In all of the =~ the CCD camera and microscope to enlarge the field of
experiments described here, deionized water was the backview. The measurement volume was therefore 2482 um
ground electrolyte. Prior to seeding, the electrical conduc- with a depth of approximately 300 nm. LabVIEW was used
tivity and pH of the deionized water were recorded. The to synchronize the image acquisition with the high-voltage
electrical conductivity was measured using a conductivity €quipment.
meter (CON 500, Oakton Instruments, Vernon Hills, IL) to
be 3.0 u$cm, and the pH was 7. The particle seeding density 3.3. Experimental procedure and image data collection
of the suspension was approximately & 108 particlegml.

DC and AC electric fields were applied using platinum  For the AC measurements, 41 single-frame images of
electrodes inserted into 130-pl reservoirs at the ends of themultiple particle pathlines (streaks) were captured. An ex-
microchannel cell, as shown in Fig. 4. For the DC mea-

surements, a high-voltage power supply (677b, Trek, Inc., peiml LI Y [ — ° b_

Medina, NY) was used to apply 50 V to the high-voltage Switch for Funciion Generator
AC orDC ..
High-Voltage T
Electrode Ground High-Voltage High-Voltage
(DC or AC) — Electrode Electrode Power Supply
o (130 i) Acrylic Acrylic
Ground AN Manifold - = Manifold
™~ O Pulse Generator
Electrode Borosilicate 5, Borosilicat / e
Reservoir Capilllary i orosilicate o
(30— (2x0.2x40mm) Acrylic Capillary (NA =1.4)
i 3 : Manifold (2 x 0.2 x 40 mm) Demagnifying
P [ o ‘ Lens (0.6x)
cryllo AN /
Manifold /
> Filter Cube |—-- T T =
N .
cCcD High-Voltage Control,
A r Camera Camera Control &
o X aY Image Acquisition
Hg Lamp
Fig. 4. Schematic of the test measurement cell. A borosilicate capillary )

with a rectangular cross-section ¥20.2 mm ID) and a length of 40 mm

is sealed to acrylic manifolds at either end using silicone adhesive. A lig- Fig. 5. Schematic of the experimental setup. Particles were imaged using
uid path extending from the inlet acrylic manifold through the capillary and = an inverted, epifluorescent microscope fitted with a high-resolution CCD
out through the outlet acrylic manifold completes the electric circuit. Fluid camera. For the DC measurements a high-vo]tage power Supp|y provides a
enters and exits the capillary through the 130-pl reservoirs. A high-voltage static potential to the high-voltage electrode. A function generator coupled
static or sinusoidal potential is applied to the high-voltage electrode, and tg a high-voltage amplifier provides a sinusoidally varying potential for the
the other electrode is grounded. AC measurements.
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ample image is shown in Fig. 6a. In order to increase the 10 ms and a time spacing between frameaot= 100 ms.

signal-to-noise ratio of the particle streak images, the expo- Individual particles were sampled only once (see flush-
sure time was set to two times (66 ms) the oscillation period ing procedure above). Particle images were collected 5 um
(1/30 s) of the applied field. Images of particle streaks were above the surface of the capillary to ensure that particle

captured at the centerling & z = 0.5) of the capillary to
ensure maximum inertial decoupling of the wall slip veloc-
ity with the local fluid velocity. For a 30-Hz excitation, the
penetration depth was= 103 um, resulting ir8 = 1.94 for

d =200 pum. For thig, |i(2)| = 0.79 andy () = —47.5° at

displacements had a negligible pressure-driven-flow com-
ponent (e.g., due to slight, unwanted differences between
reservoir fluid levels). In both the AC and DC measurements,
the electric field was only applied in 3 second bursts to min-

imize Joule heating, with image capture occurring 1 second

z=0.5. after the application of the electric field. The 1 second time

Between successive images, 2 pl of seeded solution wasdelay ensured that particle displacements were measured in
introduced to advect new particles into the measurement vol-a fully developed electroosmotic velocity field.
ume. This procedure ensured that each particle streak was
sampled only once, resulting in unbiased particle displace- )
ment data. A peak-to-peak voltage of 1000 V resulted in a 4 |mageanalysis
mean streak length of roughly 15 particle diameters, thereby
providing easily identifiable streaks.

The DC displacement distribution was measured by cap-  The AC image data were batch processed using a custom
turing 32 sequential particle images with an exposure time of image processing algorithm written in MATLAB. Figure 6a
shows a typical sample of the raw image data and Fig. 6b
shows a collection of streaks identified and analyzed by the
image processing algorithm. Each patrticle streak resembles

4.1. AC image processing

- . a short line segment with two relatively bright “peaks” at
_—— - each end. The flowchart shown in Fig. 7a illustrates the ma-
. : -~ jor image processing steps involved in automating the ex-
o traction of the particle streak lengths from the raw streak
L -_— data. In order to remove high-spatial-frequency image noise,
the raw image was first low-pass filtered using a Wiener
— = filter. The image was then thresholded, keeping intensities
1 above an empirically determined value that exceeded the in-
. ‘cep )  Wiener Filter | (Threshold
- - Output 14_" 2] | Image 1‘
J
@) oy ,
. ( Peak Dilation | _ [ Peak [ Sort & Pair
S—— p— S ——— —— ‘ 4|7 | Identification g -" Peaks 6‘
- . - — - '—:— - b‘-" '1_- - ‘ I
— —— - - - (g [ Sub-pixel Peak | (Calculate Peak | (Correct Peak
.r Locations | ™| to Peak Width, | = | to Peak Width, |
- - - - - -_——— - (a)
-— - - - - . - - —— - - - ~ - ~ -
CCD =1. =\ﬂ 02
e — e I g G nd LA
— ]
s & o gy a— v i . - ‘ -~ ~ = -
| Threshold Peak Sort & Pair
pre———. ——— P - —— - = ‘ reshe 4‘-"".Identil"lcatit:m 5 -> Peaks BJ
- - — -—— - - - - - I
v o _
() ‘Auto-correlate | (Sub-pixel Peak| _ [(Calculate Peak |
Sub-images 7 ‘ ‘Locations SI _to Peak Widthgl
Fig. 6. AC particle streak images. Dark streaks represent oscillating parti- ' ' (b) ' ' '

cles in the inverted image intensity scale used here. (a) Typical image of

raw AC particle displacement image data showing particles oscillating in Fig. 7. Flowcharts showing AC and DC image processing steps. (a) The AC
deionized water. The camera exposure time was two times the period of thestreak identification and extraction algorithm consists of nine steps and is
applied sinusoidal voltage. Blurred features represent out of focus particle used to determine particle displacement from streak images from the AC
streaks. (b) Streaks identified using a custom AC streak processing algo-experiments. (b) The particle tracking algorithm used in DC image process-
rithm. This collection of streaks represents output from three images. ing.
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tensity of the region between peaks, yet did not surpass theobjective) as given by Fraunhofer diffraction theory [27].
intensity of the peaks. Thresholding produced a binary im- J; represents the Bessel function of the first kind of order
age, on which morphological operations were performed to one, the wavelength of the emitted light,the particle ra-
remove stray outliers (i.e., isolated pixels with a value of dius, andr the radial coordinate. The second term of the
unity). After the number of stray outliers was minimized, the right-hand side of Eq. (36) represents the brightness pattern
resulting peaked regions were then dilated by convolving the of the ideal particle image. The top-hat function (egtis

entire binary particle streak image with the kernel defined as 1 fofr| < 1/2 and 0O forjr| > 1/2.
01 0 As a convenience, the Airy disk function can be approxi-
|:1 1 l] ' (34) mated with a two-dimensional Gaussian function of the form
0 1 0 () ~ ex r2 (37)
Convolution with this kernel smoothed the peaked regions, alr) = e a2 )’

effect_lvely removing any remaining isolated pixels resulting whereo? is the variance. With this approximation, the sim-
from image noise. The peaks were then labeled and sorted

. . . ulated streak function given in Eq. (35) may be expressed in

along pixel rows, as the streaks were predominantly oriented . :
: : o . Cartesian coordinates as

along the horizontal. Streaks were identified by searching for
neighboring peaks in a user-defined subregion around each z 2+
peak. For the data shown in Fig. 6b, the subregion rangedg(x, y) %/ex — }**
from £8 to 14 pum in the horizontal direction armll.0 um
in the vertical direction from each identified peak. Possi-

o2

d
ble candidates were validated through a “bridge check.” If 5<x — 2£€ cog6) cogwr),
) . ) X 2
the intensity of the region midway between the peak and
the possible candidate pair partner was significantly above y— dac sin(9) COS(a)t)> dr. (38)
the background noise level, then the peaks were assumed

to form the ends of a streak and paired. Last, the peak-to-Heredac represents the peak-to-peak oscillation amplitude
peak width of each streak was found by first searching for and# denotes the angle of the particle trajectory with re-
the location of maximum intensity of each peak. Subpixel spect to the horizontal (i.e., theaxis). An experimentally
resolution for the peak location was attained by fitting a two- gbtained intensity profile from raw data and a simulation of
dimensional Gaussian surface to the original image data inthe expected intensity profile as given by Eq. (38) are shown
a 4x 4 pixel region around the peak [26]. The streak length in Fig. 8. Good qualitative agreement between the simulated
was defined as simply the distance between points of high-streak and the raw data is observed.

est intensity of each dual-peak pair. Last, the AC particle  This model illustrates an important difference between
displacement was determined from the streak length as de+the true oscillation amplitudéac and the measured peak-

scribed in the following section. to-peak width (i.e., the streak lengthheas Although the
_ particle translates every half cycle, the streak lengtbas
4.2. Simulated AC streak of the intensity profile is less than the true peak-to-peak am-

) ) plitude. As the particle translates a distawgg in its sinu-
An AC particle streak may be mathematically modeled as spjgal trajectory, the majority of the particle’s travel time is

an Airy diska(r) convolved with a sinusoidally oscillating  spent near the apex of the trajectory where the particle must

delta functions (r (1)), first come to a halt before reversing direction. However, be-
T cause the particle image has a finite diameter, the maximum

e(r) = /a(r)**g(r(t)) dr., (35) integrated intensity occurs just inside of the apex. A 1-D plot
of integrated particle image intensity of three particle image

0 diameters and equal displacemeditg is shown in Fig. 9a.
where the “**” operator denotes a two-dimensional convolu-  Equation (38) may be used to determine the relation-
tion. Since the spatial intensity recorded by the CCD cameraship between the measured streak length and the true streak

is a time integration, the moving/oscillating Airy disk is in-  |ength. To this end, it is helpful to recast Eq. (38) in nondi-
tegrated for the duration of the camera exposure time. Themensional form as

appropriate Airy disk is given by the convolution of the nor- on

malized impulse response with the brightness distributionof =~ =~ 1 o o e
the particle, g(x,y)~ ;/exp[—(x +59)]
0
2]1(271){\/‘4 }’) r ~
a(r)= [TAV **re"t(z)- (36) 5(; - d% cos6) cos(h),
A

The first term represents the impulse response of a point _ dac . N\
source viewed through a circular aperture (i.e., microscope Yo sin(®) COS(I)) dt, (39)
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intensity field normalized by the maximum intensity (a) and a simulated 00 5 1'0 1'5 20
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Fig. 9. (@) 1-D simulation of particle streak shown for varieusvith dis-
where the spatial variables and time have been nondimen-placement non-dimensionalized byc. Since the particle streak is sym-
sionalized by andw, respectivelyg(x, y) may be plotted metric, only half of the particle trajectory is shown here for clarity. &or

for various values ofiac, showing that the observed peak- tending to zero, the mgasure_d pea!(-to-peak width, deflneq as the‘ distance
between points of maximum intensity converges/ig. For o increasing

to-peak widthdmeasvaries withdac ando as the measured peak-to-peak width decreases, resulting in a larger difference
betweendac and dmeas The streak simulation provides the relationship
dac ~ 1.10 + dmeas (40) between thelac anddmeas shown in (b). A linear fit agrees with the sim-

. . . . L ulation data to within 10% fod, > 20.
This simple relationship holds to within 10% far < meas

dmead2, as shown in Fig. 9b. Note that Eq. (39) indicates
that the measured peak-to-peak width is independent of theimage, /1, and negative intensities from particles in a sec-
integration time, provided that the integration time is at least ond image,/». To create only positive intensities, the im-

a half period of the excitation frequency. agesl, were squared. The pixel intensities were rescaled
by calculating the positive square root after the squaring
4.3. DC image processing operation. Peaks were identified using a thresholding pro-

cedure. Peaks were then paired by searching in a prede-
A custom particle tracking velocimetry code written in  fined subregion of3 to &8 um in the horizontal direction
MATLAB was used to interrogate the approximately one- and £1.0 um in the vertical direction from each identi-
dimensional DC displacements of 1000 particles in 32 im- fied peak. Subimages around each identified peak pair were
ages. The algorithm for particle pairing/tracking consisted than autocorrelated in Fourier space. The peak-to-peak dis-
of nine major steps, as shown in Fig. 7b. Starting with placement between the extreme (i.e., nonzero displacement)
the second image in a sequence of images separated byeaks of the three-peak autocorrelation corresponds to twice
At = 100 ms, each image was subtracted from the previ- the particle displacement. The DC displacement was then
ous image in the sequence. This procedure subtracted unmeasured with subpixel resolution using the subpixel peak
wanted background noise and resulted in imageav- estimator described above for the AC streak processing al-
ing positive intensities associated with particles in the first gorithm.
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5. Results terfaces. For example, Schwer and Kenndler [28] measured
the electroosmotic velocity of a neutrally charged tracer in
Probability density functions of the measured AC and a fused-silica capillary using deionized water as the back-
DC mobilities are shown in Fig. 10. The mean and stan- ground electrolyte. For a pH of 7, they report an electroos-
dard deviation ofuac were 4.71 and 0.28 umghi's, motic velocity of 1.75 mnis, which using the Helmholtz—
while upc had a mean and standard deviation of 4.21 and Smoluchowski relation equates to a zeta potential value of
0.37 umcmiVs, respectively. For the AC displacementmea- —121 mV for their electric field strength. As expected, the
surements, the sample size or number of identifiable streaksvariation in the electroosmotic mobility is very small and
was limited to 1000, resulting in an uncertainty in the mean due only to measurement error, an equal, uniform value for
of 0.02 pmcmV s with 95% confidence. For the DC mea- both the AC and DC experiments.
surements, a sample size of 1000 yielded a corresponding The application of Helmholtz—Smoluchowski theory to
uncertainty in the mean of 0.03 um ¢is. predict the mean zeta potential of the particles using the elec-
Figure 11 displays PDFs of the electrophoretic and elec- trophoretic mobility is incorrect for these experiments, since
troosmotic mobility estimates. The mean electrophoretic the (quasi-static) electric double layer/particle system is pre-
mobility was —3.76 pmcnVs with a standard deviation dicted to be significantly polarized. The extent of double
of 0.73 umcmVs. For the electroosmotic mobility, the layer/particle system polarization may be characterized by
mean and standard deviation of the estimated mobility dis- the Dukhin number, which is a ratio of the surface conductiv-
tribution was 7.94 and 0.69 umg¢Ms, respectively. For ity of the particle to the fluid’s bulk conductivity multiplied
a mean electroosmotic mobility value of 7.94 pm/hs, by the particle radius [19]. For Dukhin numbers of order
the Helmholtz—Smoluchowski [2] relation for the mobility unity or higher, the electric double layer/particle system is
predicts a zeta potential 6f115 mV. This value is within significantly polarized [15]. For the experiments considered
the range of published values of glass/deionized water in-
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here, the Dukhin numbeDu, is estimated to be& (1) as- tion in electrophoretic mobility of submicrometer particles
suming negligible conduction beneath the shear plane (i.e.,and the estimating electroosmotic mobility of a microchan-
within the particle’s Stern layer). Any analysis that relates neltest cell. Independent measurements of particle displace-
the particle mobility data reported here to particle zeta po- ments subjected to AC and DC electric fields are obtained
tential should, therefore, incorporate polarization effects. using a high-resolution CCD camera. DC particle displace-
The reader is referred to the Dukhin—Seminikhin theory, de- ments were measured using a super-resolution PTV code.
scribed by Lyklema [19], which is valid for low nondimen-  Full characterization of AC particle displacement requires
sional frequenciemt < 1, wheret = a?/2D, and takes  a solution to the equations of fluid motion. We provide the
into account polarization in the prediction of particle zeta periodic, steady-state solution for oscillatory electroosmotic
potential from electrophoretic mobility. flow resulting from an externally applied alternating elec-
tric field to a 2-D microchannel having azimuthal variation
in electroosmotic mobility. Explicit expressions fegp and
6. Practical considerations eo Were derived as a function of AC and DC particle dis-
placements. A statistical analysis was presented that can be
This section is offered as practical advice to experimen- ysed to calculate distributions of the estimatesugf and
talists wishing to use this technique. In order to sufficiently [Leo given measured particle displacement distributions.
decouple the wall velocity from the local fluid velocity along A custom image-processing algorithm enabled the quan-
the cqpillary centerline, we recommend that the capillary di- tification of the peak-to-peak width of 1000 individual par-
mension and frequency be chosen such fhat2. However,  icle streaks using a subpixel-accurate scheme. A model of
the frequency should not be raised to arbitrarily high values ¢ imaged particle streak using analytical convolution ex-
to satisfy this condition, since the particle displacement is pressions shows that the peak-to-peak width underestimates
inversely proportional to the frequency. The absolute value e true peak-to-peak oscillation amplitude of the particle
of particle displacement and the diffraction-limited capabil- ¢4, finite particle image diameters. A method for determin-

ities of the imaging system limit the degree of accuracy of g trye particle displacements given streak image measure-
the mobility measurements. The frequency should therefore o nts was formulated.

be Iimitgd to a level such that the peak—to-'peak.width of. The mean electrophoretic mobility of the 500 nm di-
the particle streaks represents about 10 particle widths. Th'sameter polystyrene particles doped with a fluorescent dye

ensures that particle streaks are readily discernible. Natu-ith peak excitation and emission wavelengths of 490 and

rally, the electric field strength could also be increased to 515 nm, respectively was found to b&.76+ 0.05 um cny
achieve larger peak-to-peak widths; however, the power den-, s, Whiie the mean electroosmotic mobility of the glass mi-

?t?/doft\]oulihheza;ng n;creases.wng th? s;guafre of the eleclir.'ccrochannel was. 84+ 0.04 umcm'V's, for 95% confidence
Ied s.rer;? t[ ] ant excesz!vet oued ca m? Caf? rgsfr Mintervals. This value for the electroosmotic mobility implies
undesirable temperature gradients and complex Tt TOWS 5, -7 o potential for the glass surface o115+ 10 mV,

leading to erroneous mobility measuremeqts. In order t.o_ "€ Wwhich agrees well with the previously published values for
duce Joule heating, buffers with low electrical conductivity :
glass/water interfaces at pH 7.

should be used. For the electric field strength and deion-

ized water used in this study, Joule heating resulted in less

than 1°C of temperature rise in the bulk fluid. In general,

there is a direct tradeoff between the accuracy of the mea-Acknowledgments
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7. Conclusions

Accurate measurement of the electrophoretic mobility of APPeNdix A
particles in liquid suspensions and the electroosmotic mo-
bility of microchannel surfaces is crucial to understanding  The 2-D solution to the fluid equations of motion given
the stability of colloidal suspensions, obtaining particle- in Eq. (2) subject to the boundary conditions given by
tracking-based velocimetry measurements of electroosmoticEq. (4) can be found by assuming a solution of the form
flow fields, and the quantification of electrokinetic bioana- u = u(y, z,t) = f(y)g(z) expiwr) and expanding the ap-
lytical device performance. We have presented a new, hybridpropriate eigenfunctions. The solution for the steady, time-
microelectrophoresis method for determining the distribu- periodic, electroosmotic velocity profile is
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